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OPTIMAL ECONOMIC STABILIZATION POLICY
UNDER UNCERTAINTY

André A. Keller

1. Introduction
A macroeconomic model can be analyzed in an economic regulation frame-

work, by using stochastic optimal control techniques [12][20][21][38]. This
regulator concept is more suitable when uncertainty is involved [5][31]. A
macroeconomic model consists of difference equations which variables are of
three main types : (1) endogenous variables that describe the state of the econ-
omy, (2) control variables that are the instruments of economic policy to guide
the trajectory towards an equilibrium target, and (3) exogenous variables that
describe an uncontrollable environment. Given the sequence of exogenous vari-
ables over time, the dynamic optimal stabilization problem consists in finding
a sequence of controls, so as to minimize some quadratic objective function
[40]. The optimal control is one of the possible controllers for a dynamic sys-
tem, having a linear quadratic regulator and using the Pontryagin’s principle or
the dynamic programming method [23]][39][44]. Stochastic disturbances may
affect the coefficients (multiplicative disturbances) or the equations (additive
residual disturbances), provided that the disturbances are not too great [5][48].
Nevertheless, this approach encounters difficulties when uncertainties are very
high or when the probability calculus is of no help with very imprecise data.
The fuzzy logic contributes to a pragmatic solution of such a problem since it
operates on fuzzy numbers. In a fuzzy logic, the logical variables take continue
values between 0(false) and 1(true), while the classical Boolean logic operates
on discrete values of either 0 or 1. Fuzzy sets are a natural extension of crisp
sets [27][53]. The most common shape of their membership functions is tri-
angular or trapezoidal. A fuzzy controller acts as an artificial decision maker
that operates in a closed-loop system in real time [34]. This controller has four
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components : (1) a fuzzification interface to convert crisp input data into fuzzy
values, (2) a static set of "If-Then" rules, (3) a dynamic inference mechanism
to evaluate which control rules are relevant, and (4) the defuzzification inter-
face that converts the fuzzy conclusions into crisp inputs of the process and
explores a fuzzy learning algorithm. This contribution is concerned with opti-
mal stabilization policies by using dynamic stochastic systems. To regulate the
economy under uncertainty, the assistance of classic stochastic controllers and
fuzzy controllers are considered. The computations are carried out using us-
ing the packages MATHEMATICAr 5.1, MATHEMATICA’s FuzzyLogic
2 [26][45][51], MATLAB R2008a & Simulink 7, & Control Systems, & Fuzzy
Logic 2 [47]. In this chapter, we shall examine four main points about stabiliza-
tion problems with macroeconomic models : (1) the stabilization of theoretical
aggregate demand -aggregate supply (AS-AD) models under stochastic shocks,
(2)the stabilization of the empirical stochastic multiplier-accelerator model, (3)
the interest of fuzzy control of dynamic models under stochastic shocks and (4)
applications to linear Phillips’ model and to the nonlinear Goodwin’s model.
The conclusion will be dedicated to the limits to stabilization policies as in
Sørensen [44]: the uncertainties attached to the credibility of the policy author-
ities’ commitments, to the imperfect information about the state of the economy,
and to the presence of time lags in the policy making.

2. Stabilization of theoretical models under stochastic
shocks

2.1 Stabilization policy in a stochastic environment
According to Brainard’s ([9], [49]), simple stochastic systems of the types

one instrument-one target and two instruments-one target are presented. It
is assumed that the policy instruments can be adjusted with nonzero costs.
Thereafter, the problem of the optimal choice of instruments is introduced by
using the IS-LM model retained by Poole [37].

A one instrument-one target stochastic system. A scalar model may be
represented a the stochastic reduced form

y = ãx+ ε,

where x denotes one instrument (i.e money supply) and y one target (i.e national
income)and where the ã, ε are random variables (RVs) with means respectively
ā, ε̄ and variances respectively σ2

a, σ
2
ε . The correlation coefficient between ã

and ε is denoted by ρ. In this case, ã is a multiplicative disturbance and ε is
an additive disturbance. The policy maker is assumed to chose the instrument
x so as to keep y close to some long-run objective y∗. Using a quadratic cost
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function, the problem is

minx E
[
(y − y∗)2

]
,

s.t.
y = ãx+ ε.

(1.1)

After some simple algebraic manipulations and taking expectations, the prob-
lem (1.1) may be simplified as

minx

{
σ2

ax
2 + σ2

ε + 2ρσaσε + (āx+ ε̄− y∗)2
}
.

From the first order condition (FOC) σ2
ax+ ρσaσε + (āx+ ε̄− y∗)ā = 0, we

deduce the following solution for xu under uncertainty

xu =
ā(y∗ − ε̄)− ρσaσε

ā2 + σ2
a

.

The corresponding expression in certainty (when σa = σε = 0) is xc = (y∗ −
ε̄)/ā. The comparison clearly shows the invariance of the policy to additive
shocks (see [49],p.311). Assuming no additive shocks (σε = 0), we obtain the
pair of optimal values

(xu, y) =
(

ā2

ā2 + σ2
a

xc,
aā(y∗ − ε̄

ā2 + σ2
a

+ ε̄

)
.

We deduce that

E[y]− y∗ = −σ
2
a(y

∗ − ε̄)
ā2 + σ2

a

.

The target will then always undershoot its long-run objective, as long as mul-
tiplicative shocks are present (σ2

a 6= 0)1. Since policy instruments may be
difficult to adjust, it is convenient to introduce costs of adjustment and to con-
sider the rate of change of the instrument rather than its levels. Without additive
disturbances , the stabilization problem (1.1) is transformed to

minx,ẋ

∫ ∞

0

(
m(ax− y∗)2 + nẋ2

)
e−rtdt,

s.t.
y = ãx.

(1.2)

Denoting the integrand in (1.2) by

H(x, ẋ) ≡
(
m(ax− y∗)2 + nẋ2

)
e−rt,
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and solving the Euler equation

∂H

∂x
=

d

dt

(
∂H

∂ẋ

)
,

we obtain the second order linear equation

nẍ− nrẋ−ma(ax− y∗) = 0. (1.3)

The optimal stationary value (with ẍ = ẋ = 0) will then satisfy

ax∗ − y∗ = 0.

The solution of (1.3) yields

x− x∗ = A1e
λ1t +A2e

λ2t,

where A1, A2 are arbitrary constants, and λ1, λ2 the two roots of the quadratic
equation nλ2−nrλ−ma2 = 0. Due to the transversality conditions,A2 must
be set to zero to ensure that x converges to the stationary value x∗. The optimal
adjustment path is then defined by 2

x− x∗ = A1e
λ1t, where λ1 =

nr −
√

(n2r2 + 4nma2

2n
< 0.

A two instruments-one target stochastic system. Now, suppose that the
policy maker has two instruments to reach one target. The system may be

y = ã1x1 + ã2x2 + ε,

where the means of the RVs are āi, i = 1, 2, ε̄ and the variances σ2
i , i = 1, 2, σ2

ε .
Moreover, the correlation coefficients between the ai’s is denoted by γ such as

γ =
Cov[ã1, ã2]
σa1σa2

.

Using the same quadratic cost function as in (1.1), we have the problem

minx1,x2 E
[
(y − y∗)2

]
,

s.t.
y = ã1x1 + ã2x2 + ε.

(1.4)

After some algebraic manipulations and taking the expectations, the problem
(1.4) is transformed to the equivalent problem

minx1,x2

{
x2

1σ
2
a1

+x2
2σ

2
a2

+σ2
ε +2σa1σa2γx1x2 +(ā1x1 + ā2x2 + ε̄−y∗)2

}
.
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The optimality conditions are

x1σ
2
a1

+ σa1σa2γx2 +
(
ā1x1 + ā2x2 + ε̄− y∗

)
ā1 = 0, (1.5)

x2σ
2
a2

+ σa1σa2γx1 +
(
ā1x1 + ā2x2 + ε̄− y∗

)
ā2 = 0. (1.6)

The solution of (1.5-1.6) will be unique provided the following condition

det

(
σ2

a1
+ ā1

2 σa1σa2γ + ā1ā2

σa1σa2γ + ā1ā2 σ2
a2

+ ā2
2

)
6= 0.

The relative intensity of the two instruments can be deduced from (1.5-1.6).
We have

x1

x2
=
σa2(ā1σa2 − σa1γā2)
σa1(ā2σa1 − σa2γā1)

.

If the ai’s are uncorrelated (γ = 0), we show that the relative intensity of the
two instruments will vary inversely with their variances, such as

x1

x2
=
σ2

a2

σ2
a1

ā1

ā2
.

Considering now nonzero costs of adjustment, the simplified problem with a
zero discount rate may be written

minx1,x2

∫ ∞

0

(
m(y − y∗)2 + n1ẋ1

2 + n2ẋ2
2

)
dt,

s.t.
y = ã1x1 + ã2x2 + ε,

(1.7)

where m,n1, n2 denote the adjustment costs. Denoting the integrand in (1.7)
by H(x1, x2, ẋ1, ẋ2), the Euler conditions will be

∂H

∂x1
=

d

dt

(
∂H

∂ẋ1

)
and

∂H

∂x2
=

d

dt

(
∂H

∂ẋ2

)
.

We deduce that the optimality conditions are a set of simultaneous linear dif-
ferential equations

n1ẍ1 −ma1(a1x1 + a2x2 − y∗) = 0,
n2ẍ2 −ma2(a1x1 + a2x2 − y∗) = 0.

The relation between the stationary values for x1, x2 (for ẋi = ẍi = 0, i = 1, 2)
is

a1x
∗
1 + a2x

∗
2 = y∗.
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The characteristic equation is a polynomial of order 4

n1n2λ
4 +m(a2

1n2 + a2
2n1)λ2 = 0.

The four roots are given by

λ1,2 = 0, λ3,4 = ±
√
m(a2

2n1 + a2
1n2)√

n1n2
.

To converge to the stationary values, the solution must take the form

x1 − x∗1 = A1e
λ4t,

x2 − x∗2 = A1
a2n1

a1n2
eλ4t,

where

λ4 = −
√
m(a2

2n1 + a2
1n2)√

n1n2
.

The optimal choice of instruments. Poole [37] has studied the optimal
choice of monetary instruments by using a simple stochastic IS-LM model.
The equations of the discrete-time model are

yt − y∗ = −a(rt − r∗) + εt, (1.8)
mt −m∗ = b(yt − y∗)− c(rt − r∗) + ηt, (1.9)

where m denotes the money supply, y the level of production and r the interest
rates. The variables with a star are optimal values. Equation (1.8) is the IS
curve and (1.9) the LM curve. The RVs ε, η are white noises with zero means
and constant variances σ2

ε and σ2
η . We assume that the monetary authorities

have the choice between the control of the money supply and the control of the
interest rate. If the authorities are controlling the interest rate (rt = r∗), we
have the system

yt − y∗ = εt,

mt −m∗ = bεt + ηt.

In this case, the stabilization is only using the IS curve, since

σ2
y = E

[
(yt − y∗)2

]
.

If the monetary authorities are controlling the money supply (mt = m∗), we
have the system

yt − y∗ = −a(rt − r∗) + εt,

0 = b(yt − y∗)− c(rt − r∗) + ηt.
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Solving for yt − y∗, we find

yt − y∗ =
1

1 + ab
c

(
−a
c
ηt + εt

)
,

and deduce that the stabilization is using both IS and LM curves. Indeed, the
variance of y is

σ2
y =

c2σ2
ε + a2σ2

η

(c+ ab)2
.

Finally with important noise on the money supply (σ2
η), the policy of direct

control of the interest rate is better.

2.2 Optimal stabilization of stochastic systems
Standard dynamic optimal stabilization problem. Let a formal stabiliza-
tion problem be expressed in discrete-time by

minx

T∑
t=1

(
y′tMyt + x′tNxt

)
, M,N ≥ 0

s.t.
yt = Ayt−1 +Bxt.

(1.10)

In the quadratic cost function of the problem the n state vector y and the m
control vector x are deviations from long-run desired values, the positive semi-
definite n × n matrix M and the positive semi-definite m × m matrix N are
costs with having values away from the desired objectives. The constraint of
the problem is a first-order dynamic system 3 with an n × n matrix A and an
n×mmatrix B of coefficients. The objective of the policy maker is to stabilize
the system close to its long-run equilibrium. To find a sequence of control
variables such that the state variables yt can move from any initial y0 to any
other state yT , the dynamically controllable condition is given by the rank of
a concatenate matrix

rank

[
B,AB, . . . , An−1B

]
= n.

The solution is a linear feedback control given by

xt = Rtyt−1,
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where we have

Rt = −
(
N +B′StB

)−1(
B′StA

)
St−1 = M +R′tNRt +

(
A+BRt

)′
St

(
A+BRt

)
ST = M

The optimal policy is then determined according a backward recursive proce-
dure from terminal step T to the initial conditions, such as
step T:

ST = M,

RT = −
(
N +B′STB

)−1(
B′STA

)
.

step T-1:

ST−1 = M +R′TNRT +
(
A+BRT

)′
ST

(
A+BRT

)
,

RT−1 = −
(
N +B′STB

)−1(
B′STA

)
.

. . .
step 1:

S1 = M +R′2NR2 +
(
A+BR2

)′
S2

(
A+BR2

)
,

R1 = −
(
N +B′S1B

)−1(
B′S1A

)
.

step 0:

S0 = M +R′1NR1 +
(
A+BR1

)′
S1

(
A+BR1

)
,

R0 = −
(
N +B′S0B

)−1(
B′S0A

)
.
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Uncorrelated multiplicative and additive shocks. The dynamic system is
now subject to stochastic disturbances with random coefficients and random
additive terms to each equation. The two sets of random deviation variables
are supposed to be uncorrelated 4.The problem (1.10) is transformed to the
stochastic formulation

minx E
[
y′tMyt + x′tNxt

]
, M,N ≥ 0,

s.t.
yt = (A+ Φ)yt−1 + (B + Ψ)xt + εt.

The constant n× n matrix A and n×m matrix B are the deterministic part of
the coefficients. The random components of the coefficients are represented by
the n× n matrix Φ and the n×m matrix Ψ. Moreover, we have the stochastic
assumptions : the elements φijt, ψijt, and εit are i.i.d. with zero mean and
finite variances and covariances, the elements of Φt are correlated with those
of Ψt, the matrices Φt and Ψt are uncorrelated with εt. The solution is a linear
feedback control given by

xt = Rtyt−1,

where we have

Rt = −
(
N +B′StB + E

[
Ψ′StΨ

])−1(
B′StA+ E

[
Ψ′StΨ

])
,

St−1 = M +R′tNRt +
(
A+BRt

)′
St

(
A+BRt

)
+ E

[
(Φ + ΨR)′St(Φ + ΨR)

]
.

5

Correlated multiplicative and additive shocks. The assumption of non cor-
relation in the original levels equation, will necessarily imply correlations in
the deviations equations. Let the initial system be defined in levels by the first
order stochastic equation

Yt = (A+ Φ)Yt−1 + (B + Ψ)Xt + εt,

and the stationary equation

Y ∗ = AY ∗ +BX∗.
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By subtracting these two matrix equations and letting yt ≡ Yt − Y ∗ and xt ≡
Xt −X∗, we have

yt = (A+ Φ)yt−1 + (B + Ψ)xt + ε′t,

where the additive composite disturbance ε′ denotes a correlation between the
stochastic component of the coefficients and the additive disturbance. The solu-
tion to the stabilization problem takes a similar expression as in the uncorrelated
case. We have the solution

xt = Ryt−1 + p,

where

R = −
(
N +B′SB + E

[
Ψ′SΨ

])−1(
B′SA+ E

[
Ψ′SΨ

])
,

S = M +R′NR+
(
A+BR

)′
S

(
A+BR

)
+ E

[
(Φ + ΨR)′S(Φ + ΨR)

]
,

p = −
(
N +B′SB + E

[
Ψ′SΨ

])−1(
B′k + E

[
Ψ′SΨ

])
,

where k is solution to the matrix equation

k = (A+BR)′k + E
[
(Λ + ΩR)′Sε

]
.

The optimal policy then consists of a feedback componentR together to a fixed
component p. The system will oscillate about the desired targets.

2.3 Stabilization policies with a theoretical stochastic
AS-AD model

In the stochastic AS-AD model of Sørensen and Whitta-Jacobsen [44], the
demand and supply shocks are random. The presentation of the condensed
form of the model is followed by a compact form which consists in two curves,
the aggregate demand curve and the short-run supply curve. Backward-looking
and rational expectations hypothesis are alternately considered in the model.
The efficiency of monetary and fiscal stabilization policies is compared under
stochastic environments. Optimal stabilization policies are considered when
the policy makers wish to minimize some social loss function in which the
volatility of output and inflation are weighted so as to express the policy’s
makers aversion to strong fluctuations in inflation.
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Condensed form of the model. The initial version of the deterministic model
in log-linearized form (see [44]) is described by equations with naive expecta-
tions.We have

yt − ȳ = α1(gt − ḡ)− α2(rt − r̄) + vt, (1.11)
rt = it − πe

t+1, (1.12)
it = r̄ + πe

t+1 + h(πt − π∗) + b(yt − ȳ), h > 0, b ≥ 0 (1.13)
πt = πe

t + γ(yt − ȳ) + st, (1.14)
πe

t = πt−1, (1.15)

The equation (1.11) is the aggregate demand curve 6It approximates the per-
centage deviation of the output from the trend by a linear function of the relative
deviation of the variables G and ε, and of the absolute deviation of variable r.
The ex ante real interest rate is defined in (1.12). According to the Taylor’s rule
7 (1.13), the policy makers aim at stabilizing output its trend level and have an
inflation target π∗. The parameters depend on the aversion of policy makers to
inflation and output instability. The short-run aggregate supply curve 8 (1.14)
shows for any given expected rate of inflation, a higher output gap is associated
with a higher actual rate of inflation. The naive expectations are expressed by
(1.15). In a more compact form, the AD curve is obtained from (1.11) to (1.13)
and the SRAS curve from (1.14) to (1.15). We have

πt = π∗ +
1
α

(yt − ȳ − zt),

πt = πt−1 + γ(yt − ȳ) + st,

where π∗ denotes the inflation target of the central bank. We also have by
definition

α ≡ α2h

1 + α2b
and zt ≡

α1(gt − ḡ) + vt

1 + α2b
.

Expressing the model in deviations trend and desired values with ŷt = yt − ȳ
and π̂t = πt − π∗, and solving we have the reduced form

ŷt = βŷt−1 + β(zt − zt−1)− αβst,

π̂t = βπ̂t−1 + γβzt + βst,

where zt and st are demand and supply shocks respectively. The impulse-
response functions of the output and inflation gaps are shown in Fig.1.1. These
functions show how output and inflation react over time to demand and supply
shocks. The Fig.1.1(a) shows the adjustment of the output gap and of the
inflation gap to a temporary negative demand shock. The Fig.1.1(b) shows the
adjustment of the gaps to a negative supply shock.
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Figure 1.1. Impulse-response function of output and inflation gaps to demand (a) and supply
(b) shocks

Stochastic simulations. To show the stochastic properties of the AS-AD
model two types of simulations are done : one consists in demand shocks and
the other supply shocks. Let us first assume the demand shock zt be a first-order
autoregressive process AR1. The stochastic AS-AD model with only demand
shocks (st = 0)

ŷ = βŷt−1 + β(zt − zt−1),
π̂ = βπ̂t−1 + βγzt,

zt = δzt−1 + xt, 0 ≤ δ < 1,

where the stochastic variable is a white noise with i.i.d properties and such that
xt ∼ N (0, σ2

x). A sample of 100 observations is drawn. Let us assume now
the supply shock st be a first-order autoregressive process AR1.The stochastic
AS-AD model with only supply shocks (zt = 0)is

ŷ = βŷt−1 − αβst,

π̂ = βπ̂t−1 + βst,

st = ωst−1 + ct, 0 ≤ ω < 1,

where the stochastic variable is a white noise with i.i.d properties and such that
ct ∼ N (0, σ2

x). A sample of 100 observations is drawn. The simulations are
shown in Fig.1.2.

Monetary Stabilization policy under rational expectations hypothesis. Ra-
tional expectations hypothesis (REH) postulate that agents do not make any
systematic forecast errors. The expectations are forward looking. The effec-
tiveness of economic policies will be studied following Sørensen and Whitta-
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Figure 1.2. Stochastic demand (a) and supply (b) simulation

Jacobsen [44]. The model consists in three equations

yt − ȳ = vt − α2(yt − ȳ), (1.16)
πt = πe

t,t−1 + γ(yt − ȳ) + st, (1.17)
rt = r̄ + h(πt − π∗) + b(yt − ȳ). (1.18)

Equation (1.16) is the AD curve equation, (1.17) the AS curve equation and
(1.18) one possible monetary policy rule 9. The rational expectations on prices

are defined by πe
t,t−1 = E

[
πt|It−1

]
, the mathematical expectations of prices πt

conditional on all available information at this time. In this model, the stochastic
demand and supply variables are white noise, i.i.d. over time, with zero means
and constant variances. The solution of the model with rational expectations
consists in three steps : first (step 1) solve the model for the endogenous vari-
ables yt and πt in terms of the exogenous variables and expectation variables
ye

t,t−1 and πe
t,t−1, second (step 2) solve for the expectation variable πe

t,t−1 by
calculating the expected value of the expression of step 1, and finally (step 3)
insert the solution of step 2 into the expression of step 1 to find the final solution
for yt and πt. At step 1, we then have

yt − ȳ =
vt − α2hst − α2h(πe

t,t−1 − π∗)
1 + α2(b+ hγ)

,

πt − π̄ =
(1 + α2b)(πe

t,t−1 − π∗) + (1 + α2b)st + γvt

1 + α2(b+ hγ)
.
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At step 2, we find πe
t,t−1 = π∗. Finally at step 3, inserting the solution for

rationally expected inflation, we find the final solutions

yt = ȳ +
vt − α2hst

1 + α2(b+ hγ)
,

πt = π∗ +
(1 + α2b)st + γvt

1 + α2(b+ hγ)
.

In these solutions, the monetary policy parameters h and b have a significative
impact on the real output yt. If the fluctuations are driven by demand shocks
only (σ2

s ), the standard deviations of output and inflation are given by

σy =
σv

1 + α2(b+ γh)
and σπ =

γ2σv

1 + α2(b+ γh)
.

Thus, the stabilization policy will be more effective with higher policy param-
eters h and b. If the fluctuations are driven by supply shocks (σ2

v), the standard
deviations are

σy =
α2hσs

1 + α2(b+ γh)
and σπ =

(1 + α2b)σs

1 + α2(b+ γh)
.

Optimal stabilization policies. To investigate the optimality of the mone-
tary stabilization policy under rational expectations, we have to consider the

variances σ2
y = E

[
(yt − ȳ)2

]
and σ2

π = E
[
(πt − π∗)2

]
. After some ele-

mentary calculations, we obtain different results from the backward-looking
expectations case10

σ2
y =

σ2
v + α2

2h
2σ2

s

(1 + α2(b+ γh)2
and σ2

π =
γ2σ2

v + (1 + α2b)2σ2
s

(1 + α2(b+ γh)2
.

Following Sørensen and Whitta-Jacobsen [44], the social loss function of the
economic authorities may be expressed as σ2

y + κσ2
π, where κ is a preference

parameter. In the general case 0 < κ < ∞, there is a trade-off between
stabilizing the output gap and stabilizing the inflation gap. Thus, the partial
derivatives

∂σy

∂b
=

−α2
2hσs

(1 + α2(b+ γh))2
< 0 and

∂σπ

∂b
=

α2γhσs

(1 + α2(b+ γh))2
> 0

show that a more strongly countercyclical monetary policy, with higher values
of b, will reduce the variance of output, but will increase the variance of inflation
at the same time 11
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3. Stabilization of empirical models under stochastic
shocks

3.1 Basic stochastic multiplier-accelerator model
Structural model. The discrete time model consists in two equations, one is
the final form of output equation issued from a multiplier-accelerator model with
additive disturbances, the other is a stabilization rule of proportional-derivative
(PD) type. We have

Yt + bYt−1 + cYt−2 = Gt + εt,

Gt = (g1 − g2)(Yt−1 − Ȳt)− g2(Yt−1 − Yt−2),

where Y denotes the total output, G the stabilization oriented government ex-
penditures, and ε random disturbances (zero mean, constant variance and i.i.d.)
from decisions only. The policy parameters are g1, g2 and Ȳ is a long run
equilibrium level

Time path of output. Combining the two equations, we obtain one SDE of
order 2

Yt + (b− g1)Yt−1 + (c− g2)Yt−2 = B̄ + εt,

where B̄ is a residual expression. The solution is given by

Yt =
B̄

1− (b− g1)− (c− g2)
+ C1r

t
1 + C2r

t
2 +

t−1∑
j=0

rj+1
1 − rj+1

2

r1 − r2
εt−j ,

where C1, C2 are arbitrary constants given the initial conditions, r1, r2 are the
roots of the characteristic equation.

3.2 Stabilization of the model
Asymptotic variance of output. Provided the stability conditions are satis-
fied (the characteristic roots lie within the unit circle in the complex plane),
the transient component will tend to zero. The system will fluctuate about the
stationary equilibrium rather than converge to it. The asymptotic variance of
output will be

asy σ2
y =

1 + c+ g2

(1− c− g2)
(

(1 + c+ g2)2 − (b+ g1)2
)σ2

ε .

The Fig.1.3 are the iso-variance and the iso-frequencies contours and show the
stochastic response to changes in the parameters b and c. Attempts to stabilize
the system may increase its variance. As coefficient b, c beeing held constant,
the peak is shifted to a higher frequency.
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Figure 1.3. Iso-variance (a) and iso-frequencies (b) contours

Figure 1.4. Convergence to the asymptotic spectrum

Speed of convergence. The power spectrum of y is defined by

fy(ω) = |T (ω|2fε(ω),

where the TF of the autoregressive process is given by

T (ω) =
(

1 + be−iω + ce−i2ω

)−1

.

We also have fε(ω) = (2π)−1σ2
ε for serially uncorrelated εt. In this application,

the parameters take the values b = −1.1, c = .5, σ2
ε = 1 as in Howrey(1967).

The speed at which the spectra converge to their asymptotic values is shown in
Fig.1.4.
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Figure 1.5. Design the fuzzy controller

Optimal policy. Policies which minimize the asymptotic variance are such
g∗1 = −b and g∗2 = −c. Then we have

Yt = Ȳ + εt and σ
2
y = σ2

ε .

output will then fluctuate about Ȳ with variance σ2
ε .

4. Fuzzy control of dynamic macroeconomic models
4.1 Elementary fuzzy modeling
4.1.1 Fuzzy logic controller

A fuzzy logic controller (FLC) acts as an artificial decision maker that op-
erates in a closed-loop system in real time[34]. Fig.1.5 shows a simple control
problem, keeping a desired value of a single variable. There are two conditions
: the error and the derivative of the error. This controller has four components
: (1) a fuzzification interface to convert crisp input data into fuzzy values, (2)
a static set of "If-Then" control rules which represents the quantification of the
expert’s linguistic evaluation of how to achieve a good control, (3) a dynamic
inference mechanism to evaluate which control rules are relevant, and (4) the
defuzzification interface that converts the fuzzy conclusions into crisp inputs of
the process12. These are the actions taken by the FLC. The process consists of
three main stages : at the input stage (1) the inputs are mapped to appropriate
functions, at the processing stage (2) appropriate rules are used and the results
are combined, at the output stage (3) the combined results are converted to a
crisp value input for the process.

4.1.2 Fuzzification
Membership functions. A membership function (MF) assigns to each ele-
ment x of the universe of discourse X , a grade of membership µ(x), such that
µ : X 7→ [0, 1]. The Fig.1.6 compares the crisp number to commonly used lin-
ear piesewise shapes : a triangular-shaped MF and a trapezoidal-shaped MF 13.
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Figure 1.6. (a) Crisp set, (b) Triangular MF, (c) Trapezoidal MF

Figure 1.7. Membership functions of the two inputs and one output

The triangular MF is defined by µ(x) = max
{

min
{

x−a
b−a ,

c−x
c−b

}
, 0

}
, where

a < b < c. The trapezoidal MF is defined by max
{

min
{

x−a
b−a , 1,

d−x
d−c

}
, 0

}
,

where a < b < c < d. A fuzzy set Ã is then defined as a set of ordered
pairs Ã = {x, µÃ(x)|x ∈ X}. According to the fuzzy Zadeh operators, we
have : µ(Ã ∧ B̃) = min{µ(Ã), µ(B̃)}, µ(Ã ∨ B̃) = max{µ(Ã), µ(B̃)} and
µ(¬Ã) = 1−µ(Ã). The overlapping MFs of the two inputs error and change-in-
error and the MF of the output control-action show the most common triangular
form in Fig. 1.7. The linguistic label of these MFs are "Negative", "Zero" and
"Positive" over the range [−100, 100] for the two inputs and over the range
[−1, 1] for the output.

Fuzzy rules. Fuzzy rules are coming from expert knowledge and consist of
"If-Then" statements. The linguistic rules consist of an antecedent block be-
tween "If" and "Then" and a consequent block following "Then" 14. Let the
continuous differentiable variables e(t) and ė(t) denote the error and the deriva-
tive of error in the simple stabilization problem of Fig. 1.5. The conditional
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Figure 1.8. Fuzzy rule base 1:NL-Negative Large, ZE-Zero error,PL-Positive Large

Figure 1.9. Fuzzy surface

recommendations are of the type

If < e, ė > is A×B Then v is C, where
[A×B](x, y) = min[A(x), B(y)], x ∈ [−a, a], y ∈ [−b, b].

These FAM(Fuzzy Associative Memory)-rules 15are those of the Fig.1.8. The
commonly linguistic states of the TISO model are denoted by the simple lin-
guistic set A = {NL,ZE;PL}. The binary input-output FAM-rules are then
triples such as (NL,NL;NL): "If" input e is Negative Large and ė is Negative
Large "Then" control action v is Negative Large. The antecedent (input) fuzzy
sets are implicitly combined with conjunction "And". The control surface of
this TISO control strategy is given by Fig.1.9.
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Figure 1.10. FAM influence procedure with crisp input measurements

Figure 1.11. Output fuzzy set from crisp input measurements

Fuzzy inference. In Fig.1.10, the system combines logically input crisp val-
ues with minimum, since the conjunction "And" is used. Fig.1.11 produces the
output set, combining all the rules of the simple control example, given crisp
input values of the pair (e, ė).

4.1.3 Defuzzification
The fuzzy output for all rules are aggregated to a fuzzy set as in Fig.1.11.

Several methods can be used to convert the output fuzzy set into a crisp value
for the control-action variable v. The centroid method (or center of gravity
(COG) method) is the center of mass of the area under the graph of the MF of
the output set in Fig.1.11. The COG corresponds the expected value

vc =
∫
vµ(v)dv∫
µ(v)dv

.

In this example, vc = −.124 for the pair of crisp inputs (e, ė) = (−55, 20).
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Figure 1.12. System output and fuzzy rules

4.2 TISO Mamdani fuzzy controller
Let us consider the simple control example. The fuzzy controller uses iden-

tical input fuzzy sets, namely "Negative", "Zero" and "Positive" MFs. Fig.1.11
uses the 9 numbered fuzzy rules of Fig.1.8. Let suppose the system output to
follow

x(t) = 4 + e−t/5(−4 cos t+ 3
√

6 sin t),

as in Fig.1.12. The error is defined by e(t) = r(t) − x(t), where r(t) is
the reference input, supposed to be constant (a setpoint)16. Then we have
d
dte(t) = ė = −ẋ. These nine rules will cover all the possible situation.
According to rule I (PL,NL;ZE), the system output is below the setpoint
(positive error) and is increasing at this point. The controller output should
then be unchanged. On the contrary, according to rule II (NL,NL;NL), the
system output is above the setpoint (negative error) and is increasing at this
point. The controller output should then decrease the overshoot.

5. Application of fuzzy modeling to economics
Stabilization problem are considered with time-continuous multiplier-accelerator

models: the linear Phillips fluctuation model and the nonlinear Goodwin’s
growth model 17.
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5.1 The linear Phillips model
5.1.1 Structural form of the Phillips’model

The equations of the Phillips’model [1][17][35][36][43]are

Z(t) = C(t) + I(t) +G(t), (1.19)
C(t) = c.Y (t)− u(t), (1.20)
dI(t)
dt

= −β
(
I(t)− v

dY (t)
dt

)
, (1.21)

dY (t)
dt

= −α
(
Y (t)− Z(t)

)
. (1.22)

All yearly variables are continuous twice-differentiable functions of time and all
measured in deviation from the initial equilibrium value. The aggregate demand
Z consists of consumption C, investment I and autonomous expenditures of
government G in ( 1.19). Consumption C depends on income Y without delay
and is disturbed by a spontaneous change u at time t = 0 in (1.20). The vari-
able u(t) is then defined by the step function u(t) = 0, for t < 0 and u(t) =
1 for t ≥ 1.The coefficient c is the marginal propensity to consume. The equa-
tion (1.21) is the linear accelerator of investment, where investment is related to
the variation in demand. The coefficient v is the acceleration coefficient and β
denotes the speed of response of investment to changes in production, the time
constant of the acceleration lag being 1

β years. The equation (1.22) describes
a continuous gradual production adjustment to demand. The rate of change of
production Y at any time is proportional to the difference between demand and
production at that time. The coefficient α is the speed of response of produc-
tion to changes in demand. Simple exponential time lags are then used in this
model.18

5.1.2 Block-diagram of the Phillips’model
The block-diagram of the whole input-output system (without PID tun-

ing) is shown in Fig.1.13 with simulation results. The Fig.1.14 represents
block-diagram of the linear multiplier-accelerator subsystem. The multiplier-
accelerator subsystem shows two distinct feedbacks : the multiplier and the
accelerator feedbacks.

5.1.3 System analysis of the Phillips’model
Let denote the Laplace transform of X(t) by

X̄(s) ≡ L[X(t)] =
∫ ∞

0
e−stX(t)dt.
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Figure 1.13. Block diagram of the system and simulation results

Figure 1.14. Block diagram of the linear multiplier-accelerator subsystem

Omitting the disturbance u(t), the model (1.19) to (1.26) is transformed to

Z̄(s) = C̄(s) + Ī(s) + Ḡ(s), (1.23)
C̄(s) = cȲ (s), (1.24)
sĪ(s) = −βĪ(s) + βvsȲ (s), (1.25)
sȲ (s) = −αȲ (s) + αZ̄(s). (1.26)
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Figure 1.15. Bode diagrams of the transfer function

The transfer function (TF) of the system is deduced from the system (1.23-1.26).
We have

H(s) ≡ Ȳ (s)
Ḡ(s)

=
αs+ α

s2 +
(
α(1− c) + β − αβv

)
s+ αβ(1− c)

.

Taking a unit investment time-lag with β = 1 together with α = 4, c = 3
4 and

v = 3
5 , we have

H(s) = 20
s+ 1

5s2 − 2s+ 5
.

The constant of the TF is then 4, the zero is at s = −1 and poles are at the
complex conjugates s = .2±j. The Bode magnitude and phase plots are shown
in Fig.1.15. The magnitude expressed in decibels (20 log10) is plotted with a
log-frequency axis. The diagram shows a low frequency asymptote, a resonant
peak and a decreasing high frequency asymptote. The cross-over frequency is
4 (rad/sec). To know how much a frequency will be phase-shifted, the phase
(in degrees) in plotted with the a log-frequency axis. The phase cross over is
near 1 (rad/sec). The TF of system is also

H(jω) =
20jω + 20

5ω2 − 2jω + 5
.

When ω varies, the TF of the system is represented in Fig. 1.16 by the Nyquist
diagram on the complex plane.



Optimal Economic Stabilization Policy under Uncertainty 25

Figure 1.16. Nyquist diagram of the transfer function

5.1.4 PID control of the Phillips’model
The block-diagram of the closed-loop system with PID tuning is shown

in Fig.1.17. The PID controller invokes three coefficients. The proportional
gain Kpe(t) determines the reaction to the current error. The integral gain
Ki =

∫ t
0 e(τ)dτ bases the reaction on sum of past errors. The derivative

gain Kd
d
dte(t) determines the reaction to the rate of change of error. The PID

controller is a weighted sum of the three actions. A largerKp will induce a faster
response and the process will oscillate and be unstable for a excessive gain. A
larger Ki eliminates steady states errors. A larger Kd decreases overshoot
[?].19 A PID controller is also described by the following TF in the continuous
s-domain [15]

HC(s) = Kp +
Ki

s
+ sKd.

The block-diagram of the PID controller is shown in Fig.1.18.

5.1.5 Fuzzy control of the Phillips’model
The closed-loop block-diagram of the Phillips’model is represented in Fig.1.19

with simulation results. It consists of the FLC block and of the TF of the
model.The properties of the FLC controller have been described in Fig.1.5 (de-
sign of the controller), Fig.1.7 (membership functions), Fig.1.8 (fuzzy rule
base), Fig.1.9 (fuzzy surface)and Fig.1.11 (output fuzzy set). The figures
Fig.1.20 show the efficiency of such a stabilization policy. The range of the
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Figure 1.17. Block diagram of the closed-looped system

Figure 1.18. Block diagram of the PID Controller

Figure 1.19. Block diagram of the Phillips model with Fuzzy Control
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Figure 1.20. Fuzzy Stabilization of the Phillips’ model

fluctuations has been notably reduced with a fuzzy control. Up to six years, the
initial range [−12, 12] goes to [−3, 3].
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5.2 The nonlinear Goodwin’s model
5.2.1 Structural form of the Goodwin’s model

The extended model of Goodwin [1][16][18] is a multiplier-accelerator with
a nonlinear accelerator. The system is

Z(t) = C(t) + I(t), (1.27)
C(t) = cY (t)− u(t), (1.28)
dI(t)
dt

= −β
(
I(t)−B(t)

)
, (1.29)

B(t) = Φ
(
v
d

dt
Y (t)

)
, (1.30)

dY (t)
dt

= −α
(
Y (t)− Z(t)

)
. (1.31)

The aggregate demand Z in (1.27) is the sum of consumption C and total
investment I 20. The consumption function in ( 1.28) is not lagged on income
Y . The investment (expenditures and deliveries) is determined in two stages : at
the first stage, investment I in ( 1.29) depends on the amount of the investment
decision B with an exponential lag; at the second stage the decision to invest
B in ( 1.30) depends non linearly by Φ on the rate of change of the production
Y . The equation ( 1.31) describes a continuous gradual production adjustment
to demand. The rate of change of supply Y is proportional to the difference
between demand and production at that time (with speed of response α. The
nonlinear accelerator Φ is defined by

Φ(Ẏ ) = M

(
L+M

Le−vẎ +M
− 1

)
,

where M is the scrapping rate of capital equipment and L the net capacity of
the capital-goods trades. It is also subject to the restrictions

B = 0 if Ẏ = 0, B → L as Ẏ → +∞, B → −M as Ẏ → −∞.

The graph of this function is shown in Fig.1.21.

5.2.2 Block-diagrams
The block-diagrams of the nonlinear multiplier-accelerator are described in

Fig.1.22.

5.2.3 Dynamics of the Goodwin’s model
The simulation results show strong and regular oscillations in Fig.1.23. The

Fig.1.24 shows how a sinusoidal input is transformed by the nonlinearities. The
amplitude is strongly amplified, and the phase is shifted.
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Figure 1.21. Nonlinear accelerator in the Goodwin’s model

Figure 1.22. Block-diagrams of the Nonlinear accelerator

5.2.4 PID control of the Goodwin’s model
The Fig.1.25 shows the block-diagram of the closed-loop system. It consists

of a PID controller and of the subsystem of Fig.1.22. The Figs.1.26 show the
simulation results which objective is to maintain the system at a desired level
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Figure 1.23. Simulation of Nonlinear accelerator

Figure 1.24. Simulation of sinusoidal input

Figure 1.25. Block-diagram of the PID Controlled Goodwin’s model
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Figure 1.26. Simulation of the PID Controlled Goodwin’s model

Figure 1.27. Block-diagram of the fuzzy controlled Goodwin’s model

equal to 2.5. This objective is reached with oscillations within a time-period of
three years Thereafter, the system is completely stabilized.

5.2.5 Fuzzy control of the Goodwin’s Model
The Fig.1.27 shows the block-diagram of the controlled system. It consists of

a fuzzy controller and of the subsystem of the Goodwin’s model (See Fig.1.28).
The FLC controller is unchanged. The simulation results in Fig.1.28 show an
efficient and fast stabilization. The system is stable within five time-periods,
and then fluctuates in an explosive way but restricted to an extremely close
range.
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Figure 1.28. Simulation of the fuzzy controlled Goodwin’s model

6. Conclusion and limits to the stabilization policies
Compared to a PID control, the simulation results of a linear and nonlinear

multiplier-accelerator model show a more efficient stabilization of the economy
within an acceptable time-period of few years in a fuzzy environment. Do the
economic policies have the ability to stabilize the economy ? Soerensen and
Whitta-Jacobsen [44] identify three major limits : the credibility of the policy
authorities’ commitments by rational private agents, the imperfect information
about the state of the economy, and the time lags occuring in the decision
making process. The effects of these limits are studied using a AS-AD model
and Taylor’s rule.

Credibility of policy makers’ commitments. The simplified AS-AD model,
such that γ = 1, without demand and supply shocks (zt = vt = st = 0),
consists in three equations

πt = πe
t,t−1 + yt − ȳ, (1.32)

yt − ȳ = −α2(rt − r̄), (1.33)
rt = r̄ + hπt + b(yt − ȳ), (1.34)

where (1.32) is the expectations-augmented Phillips curve, (1.33) the goods
market equilibrium and (1.34) the Taylor’s rule with zero inflation target. The
central authorities are supposed to minimize a social loss function such that

min SL = (yt − y∗)2 + κπ2
t ,

where κ expresses the preference for price stability relative to the output stabil-
ity. Thereafter, one assumption is made that the trend level of output is lower
than the efficient level, due to markets imperfections. We have y∗ = ŷ+ω, ω >
0, where ω denotes the markets imperfections. It follows that

SL = (πt − πe
t,t−1 − ω)2 + κπ2

t
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. The equilibrium under Taylor rule is such that πt = πe
t,t−1 = π∗ = 0 andyt =

ȳ. We then have
dSL

dπt
= −2ω < 0.

The social loss can thus be reduced when the central bank decides to reduce
the output gap by a supplement inflation. The social loss SLR in the Taylor
equilibrium (yt = ȳ and πt = π∗ = 0 is SLR = ω2. If the agents believe that
the central bank will ensure price stability (πe

t,t−1 = 0, we then have inflation
and output of

πt =
ω

1 + κ
andyt = ȳ +

ω

1 + κ
.

The social loss in deviating will be SLC = κω2/(1 + κ). The social welfare
gain from deviating is

SLR − SLC =
ω2

1 + κ
.

The policy maker has no incentive to implement the policy πt = π∗ = 0 if the
private agents believe this commitment.

Imperfect information. The implications of measurement errors are studied
by Sørensen and Whitta-Jacobsen [44] using the following AS-AD model. The
deviations of output and inflation are given by ŷt = yt−ȳ and π̂t = πt−π∗. The
estimations of output and inflation deviate from the current observed values,
according to the relations

ŷe
t = ŷt + µt, E

[
µt

]
= 0, E

[
µ2

t

]
= σ2

µ,

π̂e
t = π̂t + εt, E

[
εt

]
= 0, E

[
ε2t

]
= σ2

ε ,

where µt, εt are the measurement errors and σ2
µ, σ

2
ε the uncertainties in mea-

surements.

πt = π∗ + γ(yt − ȳ) ⇔ π̂t = γŷt, (1.35)
ŷt = zt − α2(rt − r̄), (1.36)
rt = r̄ + hπ̂e

t + bye
t , (1.37)

where (1.35) is the aggregate supply curve,(1.36) the good market equilibrium
with demand shocks zt and (1.37)a Taylor rule. We derive the following output
gap and variance with uncorrelated stochastic variables

ŷt =
zt − α2hεt − α2bµt

1 + α2(b+ γh)
and σ2

y =
σ2

z + α2
2 + α2

2h
2σ2

ε + α2
2h

2σ2
µ(

1 + α2(b+ γh)
)2 .
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A negative error of the output gap (µt) or an underestimated inflation rate (εt)
will produce a positive output gap. According to the variance of the output gap,
measurement errors will contribute to economic instability.

Time lags in the decision making process. Sørensen and Whitta-Jacobsen
[44] also consider the consequences of time lags in the public decision process
21. In the rewritten AS-AD model, it takes one time period (one year) for an
economic change and also one year in order to affect the inflation rate. The
equations are

πt+2 = πt+1 + γ(yt+1 − ȳ) + st+2, (1.38)
yt+1 − ȳ = zt+1 − α2(i− πt − r̄), (1.39)

where (1.38) is the AS curve and (1.39) is the goods market equilibrium. Using
these two equations, we evaluate the effect of the nominal interest rate it at time
t on the inflation gap two years later. We have

πt+2 = πt + γ(yt − ȳ) + st+1 + γ

(
zt+1 − α2(it − πt − r̄)

)
+ st+2.

The expected forecast of inflation by a rational central bank will be

πe
t+2,t = πt + γ(yt − ȳ)− α2γ(it − πt − r̄). (1.40)

To minimize the central bank’s loss functionSL = (1/2)(πt−π∗)2, the author-
ities must choose the nominal interest rate it to ensure the equality πe

t+2,t = π∗.
Solving (1.40) for the nominal interest rate, we prove that the Taylor rule is an
optimal monetary policy for an AS-AD model with an outside lag i. Indeed,
we find

it = πt + r̄ + h(πt − π∗) + b(yt − ȳ), h ≡ 1
α2γ

, b ≡ 1
α2
.

Notes
1 In the case of a nonzero correlation between a and ε the optimal policy is

xu =
ā2xc − ρσaσε

ā2 + σ2
a

.

If ρ < 0, the adjustment in xc is reduced.
2 The adjustment equation can also be written in the equivalent form

ẋ = λ1(x− x∗),

where λ1 is the adjustment speed.
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3 Any higher order system has an equivalent augmented first-order system.
Let a second-order system be described by the matrix equation

yt = A1yt−1 +A2yt−2 +B0xt +B1xt−1,

the augmented first-order system will be yt

zt
xt

 =

 A1 A2 B1

I 0 0
0 0 0

  yt−1

zt−1

xt−1

 +

 B0

0
I

xt.

4 The deviationsxt, yt are about some desired and constant objectivesX∗, Y ∗,
such that xt ≡ Xt −X∗ and yt ≡ Yt − Y ∗.

5 A scalar system is studied by Turnovsky [48]. The optimization problem is
given by

min E
[
my2

t + nx2
t

]
m,n ≥ 0 s.t. yt = (a+ λt)yt−1 + (b+ ωt)xt + εt,

where λt, ωt are i.i.d. with zero mean, variances σ2
λ, σ

2
ω and correlation

coefficient ρ. The optimal policy is xt = ryt−1,where r ≡ −(abs+σλσωρs)
n+b2s+σ2

ωs

and where s is the solution of the quadratic equation

(1− a2 − σ2
λ)(b2 + σ2

ω) + (ab+ σλσω)2s2

+ n(1− a2 − σ2
λ)−m(b2 + σ2

ω)s−mn = 0.

A necessary and sufficient condition to have a unique positive solution is
(with ρ = 0)

σ2
λ < 1− a2 +

a2b2

b2ω
,

where the variabilities σ2
λ and σ2

ω vary inversely. Moreover, the stabilization
requirement is satisfied for any a, b(b 6= 0) and any k such that −1 <
a+ bk < 1.
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6 More explicitly, the log-linearized condition for the goods market equilib-
rium is deduced from the consumption functionC = C(Y −T, r, V, ε), with
0 < C ′

Y < 1, C ′
r < 0 or C ′

r > 0,C ′ε > 0, the balanced government budget
condition G = T , the investment function I = I(Y, r, ε) with I ′Y > 0,
I ′r < 0, I ′ε > 0 and the equilibrium condition Y = D(Y,G, r, ε) +G with
0 < D′

Y < 1, D′
G < 0, D′

r < 0 and D′
ε > 0. Taking the percentage

deviation of the linear approximation in term of relative changes, we have

Y − Ȳ

Ȳ
= m̃(1−C ′

Y )
(
Ḡ

Ȳ

)(
G− Ḡ

Ḡ

)
+m̃

(
D′

r

Ȳ

)
(r−r̃)+m̃

(
ε̄D′

ε

Ȳ

)(
ε− ε̄

ε̄

)
,

where m̃ ≡ (1−D′
Y )−1. Let y ≡ lnY and g ≡ lnG, we deduce

yt − ȳ = α1(gt − ḡ)− α2(rt − r̄) + vt,

with coefficients

α1 = m̃(1− C ′
Y )

(
Ḡ

Ȳ

)
, α2 = −m̃D′

r

Ȳ
, and v = m̃

ε̄D′
ε

Ȳ
(ln ε− ln ε̄).

7 The money market equilibrium is given by

M

P
= kY η × e−βi, k > 0, β > 0, η > 0.

The supply of real money balances equals a real demand money function
L(Y, i) of output Y and nominal interest rate i. When money and prices
grow at constant rate, we have M = (1 + µ)M−1 and P = (1 + π)P−1,
whereM−1 andP−1 are the values prevailing in the previous period. Taking
the natural logarithms of the money market equilibrium and using the linear
approximation of the log function, we have µ−π+lnL∗ = ln k+ηy−βi,
whereL∗ is the long term real demand for money. The long term equilibrium
is such thatπ = µ, Y = Ȳ and r = r∗ and we haveL∗ = kȲ η×exp−β(r̄+
µ). Inserting the expression lnL∗ = ln k+ηȳ−β(r̄+µ) in the equilibrium
condition and rearranging terms, the nominal interest rate’s equation of the
model is obtained.
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8 The aggregate supply curve is obtained by steps. A link between inflation
and unemployment is first deduced from both price and wage setting, and
labor demand. Thereafter, the expectations-augmented Phillips curve is in-
troduced. The sectoral production is Yi = BL1−α

i whereB is a productivity
parameter. The demand curve is

Yi =
(
Pi

P

)−σ Y

n
, σ > 1,

where the price elasticity σ evaluates the strength of product market com-
petition. A profit-maximizing firm will fix its output level so that marginal
revenue equals marginal costsWi/MPLi, where the marginal product of la-
bor isMPLi = (1−α)BL−α

i . The price level is described as the following
mark-up over its marginal cost

Pi = mp Wi

(1− α)BL−α
i

, withmp ≡ σ

σ − 1
> 1.

The derived sectoral labor demand is given by

Li =
(
Y

nB

) ε
σ
(
B(1− α)

mp

)ε(Wi

P

)−ε

, with ε ≡ σ

1 + α(σ − 1)
.

Suppose that trade union perfectly controls the level of nominal wage rate

and maximizes a sectoral utility function like Ω(ωi) = (wi−b)
(
Li(wi)

)η

.

According to the first order condition of this problem, we deducewi = mw.b
with mw = ηε(ηε − 1)−1. The union will also control the real wages
Wi/P if it has perfect information about prices. Since at the aggregate level
L = nLi and Y = nBL1−α

i , we derive the following relation between
inflation and unemployment

L = n

(
B(1− α)P
mpmwP e

) 1
α

.

The level of employment in the long-run equilibrium L̄will be deduced with
realized expectations P e = P . Introducing the level of unemployment u
with L = (1 − u)N , the ratio of employment to its trend level L/L̄ takes
the form

1− u

1− ū
=

(
P

P e

) 1
α

with ū = 1−
(
B(1− α)
mpmwb

) 1
α

.

Approximating the logarithm of this expression and taking π = P − P−1

and πe = P e − P−1, we obtain the expectations-augmented Phillips curve

π = πe + α(ū− u).

Introducing u in the aggregate production function, taking logarithms and
using the approximation ln(1− u) ≈ −u, we deduce

u = lnN +
lnnα + lnB − y

1− α
and ū = lnN +

lnnα + lnB − ȳ

1− α
.

The short-run aggregate supply curve SRAS is then

π = πe + γ(y − ȳ) + s, γ ≡ α

1− α
, s ≡ ln

mp

m̄p
+ ln

mw

m̄w
−

ln B
B̄

1− α
,

where y − ȳ is the output gap and s the supply shock variable.
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9 Another monetary policy rule assumes that the monetary authorities react to
actual levels of output and inflation on the basis of their rational expectations
ye

t,t−1 and πe
t,t−1 respectively. In this case, the demand policies cannot

influence real output, since the policy parameters do not appear in the final
solution for yt (see Sørensen and Whitta-Jacobsen [44]).

10 For backward-looking expectations the variances of output and inflation are
given by

σ2
y =

2σ2
z + α2σ2

z

α2γ2 + 2αγ
, σ2

π =
γ2σ2

z + σ2
z

α2γ2 + 2αγ
, whereα ≡ α2h

1 + α2b
, σ2

z ≡
σ2

v

(1 + α2b)2
.

11 Similarly,higher value of h will stabilize the inflation gap but will increase
the instability of output at the same time. The partial derivatives are

∂σy

∂h
=

α2(1 + α2b)σs

(1 + α2(b+ γh))2
> 0 and

∂σπ

∂h
= − α2γ(1 + α2b)σs

(1 + α2(b+ γh))2
< 0

12 The commonly used centroid method will take the center of mass. It favors
the rule with the output of greatest area. The height method takes the value
of the biggest contributor.

13 A smooth representation (π-curve) may be obtained using s- and z-curves.

The s-curve is defined bys(x; a, b) =
{

0, ifx < a, 1
2(1+cos x−b

b−aπ), ifa ≤

x ≤ b, 1ifx > b

}
and by z(x; b, c) =

{
0, ifx < b, 1

2(1+cos x−b
c−bπ), if b ≤

x ≤ c, 1 if x > c

}
. The π − curve is then and π((x; a, b, c)) =

min
{
s(x; a, b), z(x; b, c)

}
.

14 See Braae and Rutherford [7] for fuzzy relations in a FLC and their influences
to select more appropriate operations.

15 Choosing an appropriate dimension of the rule sets is discussed by Chopra
and al.[11]. The compared rules bases dimension 9(for 3 MFs), 25 (5 MFs),
49 (7 MFs), 81 (9 MFs) and 121 (11 MFs).

16 Scaling factors may be used to modify easily the universe of discourse of
inputs. We then have the scaled inputs Kee(t) and Krė(t)

17 The use of closed-loop theory in economics is due to Tustin [50].
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18 The differential form of the delay is the production lag α/(D + α) where
the operator D is the differentiation w.r.t time. The distribution form is

Y (t) =
∫ ∞

τ=0
w(τ)Z(t− τ)dτ,

given by the weighting function w(t) ≡ αe−αt. The response function is
F (t) = 1− e−αt for the path of Y following a unit step-change in Z.

19 The Ziegler-Nichols method is a formal PID tuning method : the I and D
gains are first set to zero. The P gain is then increased until to a critical
gain Kc at which the output of the loop starts to oscillate.Let denote by Tc

the oscillation period, the gains are set to .5Kc for a P-control, to .45Kc +
1.2Kp/Tc for a PI-control, to .6Kc +2Kp/Tc +KpTc/8 for a PID-control.

20 The autonomous constant component is ignored since Y is measured from
a stationary level

21 Sørensen and Whitta-Jacobsen [44] make a distinction between a inside and
outside lags. In the inside lag, inside the policy making system, one can
identify three types of lags : a recognition lag due to the fact that the state
of the economy cannot be observed immediately, a decision since it take
time to decide a change in the economic policy, and an implementation lag
when new administrative procedures have to be considered. The outside
lag evaluates the time period between the decision of a new policy and its
maximum impact on the target variables.





Appendix A
Phillips’ PID policies in the multiplier-accelerator
model

1. Dynamics of the unregulated model
The unregulated model (with G = 0 and u = 1) is governed by a linear second-order

differential equation in Y , deduced from the system (1.19) to (1.22). We have

Ÿ +

„
α(1− c) + β − αβv

«
Ẏ + αβ(1− c)Y (t) = −αβ,

when t > 0 with the initial conditions Y (0) = 0, Ẏ (0) = −α. Taking the following values for
the parameters : c = 3

4
, v = 3

5
, α = 4 (T = 1

α
= 3 months)and β = 1 (time constant of the

lag 1 year), the differential equation is

5Ÿ − 2Ẏ + 5Y (t) = −20, t > 0,

with initial conditions Y (0) = 0, Ẏ (0) = −4. The solution of the unregulated model is

Y (t) = −4 + 2et/5(2 cos
2
√

6

5
−
√

6 sin
2
√

6

5
), t > 0,

or
Y (t) = −4 + 6.32et/5 cos(0.98t + 0.89), t > 0.

The graph of Y (t) is plotted in Fig.A.2(a). The phase diagram in Fig.A.1 shows an unstable
equilibrium which justifies stabilization policies.

2. Proportional plus integral plus derivative stabilization
policies

The stabilization of the model proposed by Phillips [35] consists of three additive policies :
the proportional P- stabilization policy, the proportional+integral PI-stabilization policy, the pro-
portional+integral+derivative PID-stabilization policy. Modifications are introduced by adding
terms to the consumption equation (1.2). For a P-stabilization, the consumption equation (1.20)
will be

C(t) = c.Y (t)− u(t)− λ

D + λ
KpY (t),
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Figure A.1. Phase diagram of the Phillips’ model

where Kp denotes the proportional correction factor and λ the speed of response of policy
demand to changes in potential policy demand 1. In the numerical applications, we will retain
λ = 2 (a correction lag with time constant of 6 months). The dynamic equation of the model is
a linear third-order differential equation in Y . We have

Y (3) +

„
α(1− c) + β + λ− αβv

«
Ÿ

+

„
βλ + (1− c)α(β + λ) + αλKp − αβλv

«
Ẏ

+ αβλ

„
1− c + Kp

«
Y (t) = −αβλu(t).

Taking c = 3
4
, v = 3

5
, α = 4, β = 1, λ = 2, Kp = 2, u = 1, the differential equation is

5Y (3) + 8Ÿ + 81Ẏ + 90Y (t) = −40, t > 0,

with initial conditions Y (0) = 0, Ẏ (0) = −4, Ÿ (0) = −5.6. The solution (for t > 0) is

Y (t) = −.44− .03e−1.15t − 1.1e−.23t sin(−3.96t + .44).

The graph of the P-controlled Y (t) is plotted in Fig.??(b).The system is stable according to the
Routh-Hurwitz stability conditions. 2 Moreover, the stability conditions for Kp are Kp ≤ −0.25
and Kp ≥ 0.35.

For a PI-stabilization policy, the consumption equation (1.20) will be

C(t) = c.Y (t)− u(t)− λ

D + λ


KpY (t) + Ki

Z
Y (t)dt

ff
,
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where Ki denotes the integral correction factor. The dynamic equation of the model is a linear
fourth-order differential equation in Y . We have

Y (4) +

„
α(1− c) + β + λ− αβv

«
Y (3)

+

„
α(1− c)(β + λ) + βλ + αλKp − αβλv

«
Ÿ

+

„
αβλ(1− c) + αβλKp + αλKi

«
Ẏ (t) + αβλKiY (t) = 0.

Taking c = 3
4
, v = 3

5
, α = 4, β = 1, λ = 2, Kp = Ki = 2, u = 1, the differential equation

is
5Y (4) + 8Y (3) + 81Ÿ + 170Ẏ + 80Y (t) = 0, t > 0,

with initial conditions Y (0) = 0, Ẏ (0) = −4, Ÿ (0) = −5.6, Y (3) = 96. The solution (for
t > 0) is

Y (t) = −.07e−1.43t − .13e−.69t + 1.08e.26t sin(−4.03t + .19).

The graph of the PI-controlled Y (t) is plotted in Fig.??(c). The system is unstable, since the
Routh-Hurwitz conditions are not all satisfied 3. Given Kp = 2, the stability conditions on Ki

are Ki ∈ [0, .8987].
For a PID-stabilization policy, the consumption equation (1.20) will be

C(t) = c.Y (t)− u(t)− λ

D + λ


KpY (t) + Ki

Z
Y (t)dt + KdDY (t)

ff
,

where Kd denotes the derivative correction factor. The dynamic equation of the model is a linear
fourth-order differential equation in Y . We have

Y (4) +

„
α(1− c) + β + λ + αλKd − αβv

«
Y (3)

+

„
(1− c + λKd − λv)αβ + (1− c + Kp)αλ + βλ

«
Ÿ

+

„
αβλ(1− c + Kp) + αλKi

«
Ẏ + αβλKiY (t) = 0.

Taking c = 3
4
, v = 3

5
, α = 4, β = 1, λ = 2, Kp = Ki = 2, Kd = .55, u = 1, the

differential equation is

Y (4) + 6Y (3) + 20.6Ÿ + 34Ẏ + 16Y (t) = 0, t > 0,

with initial conditions Y (0) = 0, Ẏ (0) = −4, Ÿ (0) = 12, Y (3) = 2.4. The solution (for
t > 0) is

Y (t) = −.07e−2.16t − .12e−.74t + 1.40e−1.55t cos(2.76t + 1.54)

The graph of the PID-controlled Y (t) is plotted in Fig.A.2(d). The system is stable, since the
Routh-Hurwitz conditions are all satisfied 4. Given Kp = Ki = 2, the stability conditions
on Kd are Kd < −3.92 and Kd ≥ .07. The Fig.A.2 illustrates and compares the results
The curve without stabilization policy shows the response of the activity Y to the unit initial
decrease of demand. The acceleration coefficient (v = .8) generates explosive fluctuations 5.The
proportional tuning corrects the level of production but not the oscillations. The oscillations grow
worse by the integral tuning. The combined PI-stabilization 6 renders the system unstable. The
additional derivative stabilization is then introduced and the combined PID-policy stabilize the
system.
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Figure A.2. Stabilization policies over a 3-6 years period : (a)no stabilization policy, (b)P-
stabilization policy,(c)PI-stabilization policy, (d)PID-stabilization policy

Notes
1 The time constant of the correction lag is 1

λ
years.
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2 Let be the polynomial equation with real coefficients

a0λ
n + a1λ

n−1 + · · ·+ an−1λ + an = 0, (a0 > 0).

The Routh-Hurwitz theorem states that necessary and sufficient conditions to have negative
real part are given by the conditions that all the leading principal minors of a matrix must be
positive. In this case, the 3× 3 matrix is0@ a1 a3 0

a0 a2 0
0 a1 a3

1A .

We have all the positive leading principal minors : ∆1 = 1, ∆2 = 7.9 and ∆3 = 142.5.
3 We have the leading principal minors :∆1 = 1, ∆2 = −8.0, ∆3 = −274.7 and ∆3 =

−5050.8.
4 We have the leading principal minors : ∆1 = 1, ∆2 = 89.6, ∆3 = 3046.4 and ∆3 =

39526.4.
5 Damped oscillations are obtained when the acceleration coefficient lies in the interval [0, .5].
6 The integral correction is rarely used alone.





Appendix B
Control form of a stabilization problem

The optimal stabilization problem with stochastic coefficients is presented first. This initial
form, which does not fit to the application of the control theory, is then transformed to a more
convenient form. In the control form of the system, the constraint and the objective functions
are rewritten. Thereafter, an empirical multiplier-accelerator model is taken for illustrating this
procedure.

1. The optimal stabilization problem
Following the Turnovsky’s presentation [48], let a system be described by the following

matrix equation

Yt = A1Yt−1 + A2Yt−2 + . . . + AmYt−m + B0Ut + B1Ut−1 + . . . + BnUt−n (B.1)

The system (B.1) consists in q1 target variables in instantaneous and delayed vectors Y, and q2

policy instruments in instantaneous and delayed vectors U . The maximum delays are m, and n
for Y and U respectively. The squared q1 × q1 matrices A are associated to the targets, and the
q1 × q2 matrices B are associated to the instruments. All elements of these matrices are subject
to stochastic shocks. Suppose that the objective of the policy maker is to stabilize the system
close to the long-run equilibrium, the following quadratic objective function may be retained

∞X
t=1

(Yt − Ȳ )′M(Yt − Ȳ ) +

∞X
t=1

(Ut − Ū)′N(Ut − Ū), (B.2)

where M is a strictly positive definite costs matrix associated to the targets and N a positive
definite matrix associated to the instruments. According to (B.2), the two sets Ȳ and u of
long-run objectives are required to satisfy

„
I −

mX
t=1

Ai

«
ȳ =

nX
t=1

Biū.
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Letting the deviations be Yt − Ȳ = y and Ut − Ū = u, the optimal stabilization problem is

minu

∞X
t=1

„
y′tMyt +

∞X
t=1

u′tNut

«
,

s.t.

yt = A1yt−1 + A2yt−2 + . . . + Amyt−m + B0ut + B1ut−1 + . . . + unUt−n.

(B.3)

2. The state-space form of the system
The constraint (B.1) is transformed into an equivalent first-order system

xt = Axt + Bvt

Indeed, the constraint may be transformed to the system8>>>>>>>>>>><>>>>>>>>>>>:

yt = A1yt−1 + A2yt−2 + . . . + Amyt−m + B1ut−1 + . . . + Bnut−n + B0vt

yt−1 = yt−1

. . . = . . .

yt−(m−1) = yt−(m−1)

ut = ut

. . . = . . .

ut−(n−1) = ut−(n−1)

We deduce the g × 1 state vector xt =

0BBBBBBBBBBBBBBBB@

yt

yt−1

.

.

.
yt−(m−1)

ut

.

.

.
ut−(n−1)

1CCCCCCCCCCCCCCCCA
where the y’s have q1 components and

the u’s, q2 components. The dimension of the vector is then g = mq1 +nq2. The control vector
is vt = ut. The associated matrices are

A =

0BBBBBBBBBBBBBBBBBB@

A1 A2 . . . Am B1 . . . Bn

I 0 . . . 0 0 . . . 0
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
0 0 . . . I 0 . . . 0
0 0 . . . 0 0 . . . 0
0 0 . . . 0 I . . . 0
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
0 0 . . . 0 0 . . . I

1CCCCCCCCCCCCCCCCCCA

and B =

0BBBBBBBBBBBBBB@

B0

.

.

.
0
I
.
.
.
0

1CCCCCCCCCCCCCCA
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The condition for full controllability of the system states that it is possible to move the system
from any state to any other. We have

rank

„
[B, AB, . . . , Ag−1B]

«
= g.

The objective function (B.2) may be also rewritten as
∞X

t=1

„
x′tM

∗xt +

∞X
t=1

v′tNvt

«
− θ,

where θ includes past y’s and u’s before t = 1. Letting M̃ = M/m and Ñ = N/n, the block
diagonal matrix M∗ is defined by0BBBBBBBBBBBBBBBBB@

M̃ 0 . . . 0 0 . . . 0

0 M̃ . . . 0 0 . . . 0
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .

0 . . . . M̃ . . . . 0

0 . . . . 0 Ñ . . . 0
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .

0 . . . . 0 0 . . . Ñ

1CCCCCCCCCCCCCCCCCA
The stabilization problem (B.3)is now transformed to the control form

minv

∞X
t=1

x′tM
∗xt +

∞X
t=1

v′tNvt,

s.t.

xt = Axt−1 + Bvt.

Since the matrices M∗ and N are strictly positive, the optimal policy exists and is unique.

3. Application to an empirical multiplier-accelerator model
The simple model of an open economy is described by the following equations

Ct = 0.8(Yt − Tt)− 0.05Ct−1 + 10, (B.4)

It = 0.2(Yt−1 − Yt−2) + 0.2Yt−1, (B.5)

Tt = 0.2Yt−1 + θt, (B.6)

Mt = 0.15Yt + 1, (B.7)

Yt = Ct + It + Gt + Xt −Mt. (B.8)

Equation (B.4) is the consumption function, (B.5) is the investment function, (B.6) is the fiscal
equation with parameter θ, (B.7) is the import function and (B.8) determines the income Y from
the total demand net of imports. Substituting equations (B.5) to (B.7) into (B.6) and (B.8), the
system is reduced to

Ct − 0.8Yt = −0.15Yt−1 − 0.8θt−1 − 0.05Ct−1 + 10, (B.9)

−Ct + 1.15Yt = 0.4Yt−1 − 0.2Yt−2 + Gt−1 + Xt − 13, (B.10)
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where the control variables Gt and θt have been delayed by one period of time. The state
variables are Ct, Yt and Yt−1. Letting Zt = Yt−1, the system (B.9-B.10) may be written0@ 1.15 −1 0

−0.8 1 0
0 0 1

1A 0@ Yt

Ct

Zt

1A =

0@ 0.4 0 −0.2
−0.15 −0.05 0

1 0 0

1A 0@ Yt−1

Ct−1

Zt−1

1A
+

0@ 1 0
0 −0.8
0 0

1A „
Gt−1

θt−1

«
+

0@ 1 0
0 1
0 0

1A „
Xt − 13

10

«
.

The state matrix equation then is0@ Yt

Ct

Zt

1A =

0@ 0.7143 −0.1429 −0.5714
0.4214 −0.1643 −0.4571

1 0 0

1A 0@ Yt−1

Ct−1

Zt−1

1A
+

0@ 2.8571 −2.2857
2.2857 −2.6286

0 0

1A „
Gt−1

θt−1

«
+

0@ 2.8571 2.8571
2.2857 3.2857

0 0

1A „
Xt − 13

10

«
.

The proper evolution of the system is given by the eigenvalues λi’s of the matrix A. Since the
eigenvalues λ1 = 0.30 + 0.67i, λ2 = 0.30− 0.67i and λ3 = −0.05 belong to the unit circle,
the system is stable. The imaginary eigenvalues introduce damped oscillations. The system is
controllable, since we have rank Q = [B|A.B|A2.B] = 3. We have

rank

0@ 2.8571 −2.2857 1.7143 −1.2571 −0.5265 0.4841
2.2857 −2.6286 0.8286 −0.5314 −0.7198 0.6024

0 0 2.8571 −2.2857 1.7143 −1.2571

1A = 3.



Appendix C
Spectral analysis of simple macroeconomic models

1. Flexible multiplier-accelerator model without
adaptation delay

The equations of the model are

Ct = αYt, 0 < α < 1, (C.1)

It = βYt − δKt−1 + εt, β, δ > 0, (C.2)

It = Kt −Kt−1, (C.3)

Yt = Ct + It, (C.4)

where the endogenous variables are consumption (C), investment (I), the capital stock (K) and
output (Y). The stochastic environment is described by the random variable (ε).The equation
(C.1)is the consumption function, (C.2) is the investment function with flexible accelerator and
random shock, (C.3) deduces investment from the capital stock evolution without depreciation,
and (C.4) describes the equilibrium of goods market. The dynamic equation of the output is
obtained by eliminating all other endogenous variables. We then have

(1− α− β)Yt − (1− α− β + δ(1− α))Yt−1 = εt − εt−1.

We deduce the ARMA(1,1) model

Yt −
1− α− β −+δ(1− α)

1− α− β
Yt = ε∗t − ε∗t−1,

where ε∗t = (1 − α − β)−1εt. Hence, the dynamics of the output Y is Yt  ARMA(1, 1).
Fig.C.1shows the simulation of the model, taking the following values for parameters : α = .75,
β = .2 and δ = .05. The power spectrum is computed by

f(λ) = 2σ2
ε
|Θ(e−j2πλ|2

|Φ(e−j2πλ|2 .

Hence, we find 1

f(λ) = 2σ2
ε

2(1− cos2πλ)

1 + φ2
1 + φ2

2 − 2φ1(φ2 − 1)cos2πλ− 2φ2cos4πλ
,
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Figure C.1. Simulation results (a) and power spectrum (b)

Figure C.2. Simulation results (a) and power spectrum (b)

where

φ1 ≡
1− α + β − δ(1− α)

1− α
and φ2 ≡

β

1− α
.

Peaks at high frequencies denote short waves.

2. Flexible multiplier-accelerator model with adaptation
delay

In such a multiplier-accelerator model, the investment equation (C.2) is replaced by the
equation

It = βYt−1 − δKt−1 + εt, β, δ > 0.

The final form of the output is the ARMA(2,1) model

Yt −
1− α + β − δ(1− α)

1− α
Yt−1 +

β

1− α
Yt−2 = ε∗t − ε∗t−1,

where ε∗t ≡ 1
1−α

εt. The power spectrum is expressed by

fY (ω) =
σ2

ε

π(1− α)2
× 2(1− cosω)

1 + φ2
1 + φ2

2 + 2φ1(φ2 − 1)cosω − 2φ2cos2ω
.

Fig.C.2 shows the simulation of the model, taking the following values for parameters : α = .75,
β = .2 and δ = .05. The presence of a peaks at high frequencies denote short waves.
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Notes
1 Indeed, we have

|Φ(e−j2πλ)|2 = Φ(e−j2πλ)× Φ(e−j2πλ),

=

„
1− φ1e

−j2πλ − φ2e
−j4πλ

«
×

„
1− φ1e

j2πλ − φ2e
j4πλ

«
.





Appendix D
Multiplier-accelerator model with rational
expectations

The simple stochastic multiplier-accelerator model for a closed economy with rational ex-
pectations is described by three equations. The solution is obtained using both reduced form
method and Muth’s method of undetermined coefficients.

1. Stochastic multiplier-accelerator model
The equations of the model are

Ct = αYt + εt, 0 < α < 1, E

»
εt

–
= 0 for all t, (D.1)

It = β(Y e
t,t−1 − Yt−1), (D.2)

Yt = Ct + It + Gt, (D.3)

where Y e
t,t−1 ≡ E

»
Yt|It−1

–
is the mean value of variable Y at period t, using all information

available It−1 at the end of period t− 1. The equation (D.1) is the consumption equation with
shock ε,(D.2) is the investment accelerator and (D.3) states for the equilibrium condition of the
economy with exogenous government expenditures G.

2. Solution using the reduced form method
The following reduced form in Y is deduced from the equations (D.1-D.3)

Yt = ke(Y
e

t,t−1 − Yt−1) +
Gt

1− α
+

εt

1− α
, (D.4)

where ke ≡ 1/(1− α) is the keynesian multiplier. Taking the conditional expectations on both

sides of (D.5) so that E
»
Y e

t,t−1

–
≡ Y e

t,t−1, we obtain

Y e
t,t−1 = − ke

1− ke
Yt−1 +

Gt

(1− α)(1− ke)
(D.5)
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Substituting (D.6) into (D.5) and after rearranging terms, we get the stochastic difference equation
for Y

Yt = − ke

1− ke
Yt−1 +

Gt

(1− α)(1− ke)
+

εt

1− α
. (D.6)

3. Solution using the Muth’s method of undetermined
coefficients

The Muth’s method of undetermined coefficients is based on the Wold’s decomposition
theorem. According to that theorem, we may write for the endogenous variable Y

Yt = Ȳ +

∞X
i=0

πiεt−i. (D.7)

Inserting (D.7) into (D.5), we have

Ȳ +

∞X
i=0

πiεt−i = ke

(
Ȳ +

∞X
i=1

πiεt−i −
„

Ȳ +

∞X
i=0

πiεt−i−1

«)
+

Gt

1− α
+

εt

1− α
.

The only value for Ȳ is
Ḡ

1− α
.

By identification, we find the coefficients

π0 ≡
1

1− α
and πi ≡ − ke

1− ke
πi−1, for i ≥ 1.

Let he ≡ −ke(1− ke)
−1, the Koyck transformation Yt − hYt−1 of (D.7) gives the equivalent

autoregressive form of order 1

Yt = heYt−1 + (1− he)Ȳ + π0εt (D.8)

Replacing the expressions of he and Ȳ in (D.8), the same stochastic difference equation in Y as
in (D.6) is obtained.
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